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Abstract. The problem of pricing a continuous barrier option in a jump-diffusion model is studied. It is shown that via an effective combination of importance sampling and analytic formulas that substantial speed ups can be achieved. These techniques are shown to be particularly effective for computing deltas.

1. Introduction

The Merton jump-diffusion model is almost as venerable as the Black–Scholes model, the first paper, [10], was published in 1976. It captures a feature of equity markets which is sorely lacking in the Black–Scholes model: crashes. It allows the pricing of vanilla call and put options via an infinite sum. However, the pricing of exotic options is difficult, and other than in special cases, numerical methods must be resorted to. Here, we introduce a new approach to pricing barrier options with Monte Carlo which is predicated on the use of importance sampling and analytic formulas when there are no jumps left.

We focus here on the case of a down-and-out call option with strike above barrier for concreteness. The cases of up-and-outs and puts can be handled similarly. Knock-in options can be handled, as usual, via the observation that knock-in plus knock-out is the same as vanilla.

Kou and Wang have studied the special case of barrier options for double exponential jumps, [7], and derived a formula in terms of the Laplace transform. Lewis has developed a Fourier transform approach, and obtained formulas in the special cases that the jump does not cross the barrier and when there is a unique jump size, [8]. Penaud, [13], developed a lattice approach based on pre-computation of densities designed to be rapid for large portfolios of derivatives but slow for a single instrument. Here, we study the case where jumps are lognormal,
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however, the only properties we use of lognormal random variables are that the cumulative distribution is easily computable, and that one can easily draw from its distribution. The method is therefore easily applicable to other cases.

The naive approach to pricing any path-dependent derivative by Monte Carlo is simply to divide time into many small steps of size $dt$, simulate the stock price across each of these small steps, and then evaluate the discounted pay-off as a function of the stock-price path. We shall call this the short-step method. This is simple to implement and provides a useful benchmark but will be inefficient. It also neglects the possibility of barrier breaching during steps and so will be biased high. We can expect the size of the bias to be order $dt^{\frac{3}{2}}$, as it is of that magnitude in the Black–Scholes case, [2], and it is unlikely to be better in the jump-diffusion model. Metwally and Atiya, [11], examined the use of Monte Carlo simulation using a Brownian bridge technique. They successfully obtained substantial speed ups over the short step method. The basis of their method is to first draw the times of jumps, and between jumps to compute the probability of barrier breaching by using the Brownian bridge, and then draw a indicator function to test if knock-out has occurred. This method requires substantially fewer computations per path than short-stepping since computations need only be done at jump times. The standard deviation of the simulation is, however, roughly similar to the short step method since the final prices are from distributions which differ only by the discretization error in the short-step method.

In the Metwally–Atiya method and the short step method a large number of paths result in zero value due to knock-out occurring. The computational time spent on these paths can be removed via the use of importance sampling. With our technique, every time a barrier can be breached, we compute the probability of its occurrence, adjust the probability measure to ensure that the breach does not occur and then multiply the final path value by that probability to compensate. Every path therefore contributes.

A second way in which we achieve greater efficiency is to observe that if the next jump time is after the expiry of the product, then it is possible to derive an analytic formula for the value of the remaining product. This has three bonuses: the first is that we can immediately compute the value of the product when no jumps occur, allowing us to importance sample to require at least one jump to occur during the simulation; the second is that by analytically integrating out the final
pay-off our prices are smoother and variance is reduced; and thirdly, we do not need to carry out the computations for the final step.

It is not sufficient just to be able to price rapidly, one also has to be able to compute the Greeks for risk management and hedging purposes. Monte Carlo pricing of derivatives with barrier features tends to be very poor at computing deltas via bumping; the reason is that the main contribution will arise from the small fraction of paths which change from knocking-out to not knocking-out (or vice-versa) upon bumping. We thus have a small fraction of paths of high value, and a lot of paths of low value, this results in high variance. Importance sampling provides a natural way round this problem: no paths knock-out and the delta effects arise instead via an implicit change in the density arising from the changes in the importance sampling. The method therefore bears some similarities to the likelihood ratio method of Broadie and Glasserman, [1]. Importance sampling in the context of discrete barrier options has previously been discussed by Jäckel, [4].

We work purely with pseudo-random numbers in this paper and compare with other methods using pseudo-random numbers. However, all the methods could deliver considerable extra speed-ups if combined with the use of low-discrepancy numbers such as Sobol sequences.

In section 2, we review the basics of the jump-diffusion process. In section 3, we examine the necessary expressions for importance sampling in this context. We derive the price of a barrier option conditional on no jumps occurring in section 4. We discuss the pricing algorithm more precisely in section 5. Numerical results are presented in section 6.

2. THE MERTON JUMP-DIFFUSION MODEL

We briefly recapitulate the Merton jump-diffusion model. For more details see the original paper [10], (also contained in [9],) or the exposition in [5].

In the pricing measure, the stock, $S_t$, is assumed to follow a process

$$\frac{dS_t}{S_t} = (r + \lambda(1 - m))dt + \sigma dW_t + (J - 1)dN_t,$$

(2.1)

where $N_t$ is the number of jumps up to time $t$, according to a Poisson process with intensity $\lambda$, $r$ is the risk-free rate, $\sigma$ the volatility, and $J$ the jump-size distribution with $m$ equal to the expected value of $J$. In this model, there are many equivalent martingale measures, and the measure is chosen via its ability to calibrate to vanilla option prices since no arbitrage is far too weak to make the measure unique. The
price of a derivative is given by the discounted expectation of its payoff.

We will take jumps to be lognormally distributed:

\[ J = me^{-\frac{1}{2}\sigma^2_{\text{jump}} + \sigma_{\text{jump}} \phi_n}, \]  

(2.2)

with \( \phi_n \) a collection of independent standard \( N(0, 1) \) random variables. We use + to denote the value just after a jump, and − to denote the value just before. We thus have

\[ S_{t_n}^+ = JS_{t_n}^-, \]  

(2.3)

\[ \log S_{t_n}^+ = \log S_{t_n}^- + \log m - \frac{1}{2}\sigma^2_{\text{jump}} + \sigma_{\text{jump}} \phi_n. \]  

(2.4)

Between jumps, the process therefore follows a Geometric brownian motion with drift

\[ \mu = r + \lambda(1 - m), \]  

the drift adjustment arises from the need to counteract the bias arising from the directionality of jumps. The log process between jumps is

\[ d\log S_t = \nu t + \sigma dW_t, \]  

(2.5)

with \( \nu = \mu - \frac{1}{2}\sigma^2 \). If we wish to simulate by stepping between jump times, we can write the solution as

\[ \log S_T = \ln S_0 + \sum_{n=1}^{N-1} \left( \nu(t_n - t_{n-1}) + \sigma(W_{t_n} - W_{t_{n-1}}) + \log J_n \right) \]

\[ + \nu(T - t_{N-1}) + \sigma(W_T - W_{t_{N-1}}), \]  

(2.6)

where the jumps occur at times \( t_1, t_2, \ldots, t_N \), and \( t_N \) is the first jump time greater than \( T \). (If \( N = 1 \) then the sum will be empty.) We take \( t_0 = 0 \).

Note that

\[ \tau_n = t_n - t_{n-1}, \]  

(2.7)

is an exponential random variable with density function

\[ \lambda e^{-\lambda t}. \]  

3. Importance sampling

The fundamental idea of importance sampling is to modify the probability density being drawn from in such a way as to reduce variance.
If in a probability measure, $P$, we have density $\phi$, we can introduce a measure, $Q$, with new density, $\psi$, and rewrite an expectation via

$$E_P(f(x)) = \int f(x)\phi(x)dx = \int f(x)\frac{\phi(x)}{\psi(x)}\psi(x)dx = E_Q\left(f(x)\frac{\phi}{\psi}(x)\right).$$

(3.1)

If $\psi$ is chosen so that $(\phi(x)/\psi(x))f(x)$ is constant or close to constant then variance will be small.

A second related approach, which we adopt here, is to modify the density so that the area where $f$ is zero is not sampled. For example, if an option knocks-out if a normal draw, $Z$, is below the value $x$, then if $N'$ denotes the normal density function, (which is the derivative of the cumulative normal $N$), we have

$$\int f(z)N'(z)dz = \int f(z)N'(z)dz = \theta \int f(x)\psi(z)dz,$$

where

$$\psi(z) = \begin{cases} \theta^{-1}N'(z) & \text{for } z \geq x, \\ 0 & \text{otherwise}, \end{cases}$$

with $\theta = P(Z > x)$.

The algorithm to construct a normal draw above $x$ will therefore be to draw a uniform $u$ and set

$$z = N^{-1}(1 - \theta u),$$

and the final value of the pay-off will also be multiplied by $\theta$.

We will also wish to importance sample for exponential distributions to ensure that at least one jump occurs. Here we simply have to multiply by $p = P(t_1 < T) = 1 - e^{-\lambda T}$ before applying the inverse cumulative exponential to a uniform random variable. Thus our algorithm is

- Draw a uniform $u_0$.
- Let $u_1 = pu_0$.
- Let $t_1 = -\log\left(\frac{1-u_1}{\lambda}\right)$,

and the final price will also have to be multiplied by $p$.

Our third method of importance sampling is very simple. Between two jump times, the probability of the Brownian motion breaching the barrier is computable from knowledge of the volatility and the value of spot at the two end points of the step. In this case, the random variable to be drawn is the indicator function of not breaching. After importance sampling it is simply the constant 1, and we multiply the final pay-off by this probability. The probability that a geometric Brownian motion will breach the level $H$, given that its values at both ends which are
above $H$, is the same problem as for its log breaching log $H$. This is a standard problem known as minimum of the Brownian bridge. The use of the Brownian bridge process was an important part of the approach of Metwally and Atiya, [11]. From there, we have that the probability of breaching is

$$P_B = 1 - \exp \left( -\frac{2(\log H - \log S_{t_{n-1}}^+)(\log H - \log S_{t_n}^-)}{\tau_n \sigma^2} \right).$$

(3.2)

Each path will require a number of importance samplings from different distributions, and the final value will be multiplied by a likelihood ratio for each of these. Note that all the ratios will be less than one so it is not possible for some paths to result in extreme values; this means that we avoid the problem of highly skewed distributions that can arise with importance sampling, [3].

4. The price conditional on no jumps occurring

We can decompose the price according to the whether the event of a jump before maturity occurs; let $C(S, t)$ denote the price of the barrier option

$$C(S_0, 0) = \mathbb{P}(t_1 > T)C_{0 \text{NoJump}}(S_0, 0) + \mathbb{P}(t_1 \leq T)C_{0 \text{Jump}}(S_0, 0),$$

(4.1)

where $C_{0 \text{NoJump}}$ denotes the value conditional on no jumps occurring before maturity and similarly for $C_{0 \text{Jump}}$. A similar equation will also hold at time $t$.

We can analytically evaluate $C_{0 \text{NoJump}}(S_0, 0)$. The stock is following a geometric Brownian motion and we have to price a barrier option. The price will not quite be the price of a barrier option in the Black–Scholes world because the drift of the stock is not the riskless rate in the pricing measure. However, the price will be the same as the price of a barrier option on a dividend-paying stock with (possibly negative) dividend, $d$, equal to $-\lambda(1 - m)$, since that will have the same drift in the pricing measure. For a derivation of the formula in that case, see [12].
Letting $\tilde{\nu} = \nu + \sigma^2$, we therefore conclude

$$C_{\text{NoJump}}(S_0, 0) = S_0 e^{(1-m)\lambda T}.$$ 

\[
\left( N \left( \frac{\tilde{\nu} T + \log \left( \frac{S_0}{K} \right)}{\sigma \sqrt{T}} \right) - \left( \frac{H}{S_0} \right) \frac{\sigma^2}{2} \right) \left( \frac{\log \left( \frac{H^2}{K S_0} \right) + \tilde{\nu} T}{\sigma \sqrt{T}} \right)
\]

\[ - e^{-rT} K \left( N \left( \frac{\nu T + \log \left( \frac{S_0}{K} \right)}{\sigma \sqrt{T}} \right) - \left( \frac{H}{S_0} \right) \frac{\sigma^2}{2} \right) \left( \frac{\log \left( \frac{H^2}{K S_0} \right) + \nu T}{\sigma \sqrt{T}} \right). \]

(4.2)

We can therefore evaluate the first term of (4.1) analytically. Our Monte Carlo will only address the second term.

5. The algorithm

As noted above, we decompose the price into the no-jump price and the price given that one jump has occurred. We now state the algorithm for evaluating the second part. We will perform $M$ paths and average. For each path:

1. Set the likelihood ratio for path to 1.
2. Draw the first jump time, $t_1$, using the importance sampling to ensure that it is before $T$.
3. Draw the succeeding jump times, $t_j$, so that the increments are exponentially distributed. Repeat until the final maturity is crossed. Call the number of jumps $N$.
4. Starting with $t_0$, for each jump before maturity:
   a. Draw the increment of the stock across the time step, using importance sampling to ensure that the stock is above the barrier at the end of the step. Multiply the likelihood ratio for the path by the factor from this importance sampling.
   b. Compute the probability that the barrier was breached during the step using the Brownian bridge minimum formula and multiply the likelihood ratio by this.
   c. Draw the jump size with importance sampling to ensure the stock remains above the barrier and update the likelihood ratio.
5. Calculate the expected value of option at $(S_{t_{n-1}}, t_{n-1})$ using the formula for the option price conditional on no jumps, multiply by $e^{-rT_{n-1}}$ to discount, and multiply this by the accumulated likelihood ratio to get the value for the path.
6. Numerical results

In this section, we present numerical results. Since we have an analytic price when no jumps occur, we can expect greater accuracy for a given number of simulations when the jump intensity is small. Indeed, as the jump intensity goes to zero, the price will converge to the no jump price which will become the Black–Scholes price. Whereas when \( \lambda \) is large, the gain from pricing the no jump part analytically will become insignificant as very few paths will have no jumps.

We compare our method with the method of Metwally and Atiya [11]. We do not carry out comparisons with the short-step method, since it has already been demonstrated in [11] that it is much slower. We do not just wish to improve the standard deviation of the simulation, but also to achieve better computation times. We therefore present results for both. Note that our method requires additional computations in terms of cumulative normals in order to compute the no-jump expectation and likelihood ratios, and so the timing per path can be expected to be slower. On the other hand, the use of importance sampling reduces variance, as does the use of the no jump formula. As well as comparing prices, we also examine the convergence of the Delta obtained by symmetrical bumping.

The computer used to generate the results has a 2.8G Xenon processor and the two methods have been implemented in C++ (Visual C++ 6.0). The values of the parameters in the model are spot = 100, strike = 110, barrier = 95, volatility = 25% and the parameters for the jump distribution are \( \sigma_{\text{jump}} = 0.1 \) and \( m = 1.005 \). These values have been chosen to be the same as those given in [11] for comparison. It should be noted that while rebate has been set to 1 dollar in [11], rebate is zero here. We study several values of \( \lambda \), and see that there is considerable difference according to its value in comparative performance of the models. This is not particularly surprising in that for \( \lambda T \) small almost all of the value is contained in the analytic no-jump price for the method presented here. Whilst with \( \lambda T \) large only a small fraction of paths will have no jumps, and this will have little impact.

In the first numerical experiment, we aim to find out the number of paths, \( M \), required for each method to achieve a pre-defined standard error (within a range) for different values of \( \lambda \). The target standard error has been set to 0.01 with a tolerance of 0.0001. The range of \( \lambda \) analysed here are 0.1, 0.2, 0.5, 1, 2, 4 and 8. We can consider the number of paths as \( x \) and the standard error \( f(x) \). In order to find the corresponding \( x \) for a particular value of \( f(x) = 0.01 \), the bisection method has been used with a tolerance of 0.0001. Table 1 shows the
### Table 1. The prices and standard deviations for the two methods.

<table>
<thead>
<tr>
<th>Jump Intensity</th>
<th>Importance Price</th>
<th>Importance Standard Deviation</th>
<th>MA Price</th>
<th>MA Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.100</td>
<td>4.039</td>
<td>0.579</td>
<td>4.051</td>
<td>12.699</td>
</tr>
<tr>
<td>0.200</td>
<td>4.067</td>
<td>1.155</td>
<td>4.085</td>
<td>12.837</td>
</tr>
<tr>
<td>0.500</td>
<td>4.140</td>
<td>2.575</td>
<td>4.147</td>
<td>13.161</td>
</tr>
<tr>
<td>1.000</td>
<td>4.245</td>
<td>4.442</td>
<td>4.263</td>
<td>13.721</td>
</tr>
<tr>
<td>2.000</td>
<td>4.437</td>
<td>6.872</td>
<td>4.463</td>
<td>14.737</td>
</tr>
<tr>
<td>4.000</td>
<td>4.848</td>
<td>9.645</td>
<td>4.850</td>
<td>16.663</td>
</tr>
<tr>
<td>8.000</td>
<td>5.443</td>
<td>12.684</td>
<td>5.445</td>
<td>20.123</td>
</tr>
</tbody>
</table>

It can be seen from Table 1 that in general the prices increase as \( \lambda \) increases, reflecting higher values of the barrier options to compensate for increased uncertainty. Both the Metwally–Atiya and importance sampling methods are unbiased and so agree up to Monte Carlo random error. The importance sampling method, however, results in a price with a lower standard error, (that is the standard deviation divided by the square root of the number of paths,) for the same number of paths. The importance sampling method, because of the variance reduction techniques used, always requires a smaller number of paths. Even in the worst case with \( \lambda = 8 \), it uses about 1.6 million paths as opposed to over 4 million for the Metwally–Atiya method.

The crucial test of a numerical method is, however, speed. If a lot of computational effort is required to reduce the variance then the gains may well be outweighed by the costs. In figure 7.2, we repeat the analysis of figure 7.1, but plot timings instead. We see that the importance sampling method is much faster for small values of \( \lambda \) and of comparable speed for large values. Much of the extra time is devoted to computing cumulative normal functions, and it is perhaps possible that the method could be made more rapid by using an alternative method of computing the cumulative normal function, for example, a table.

This suggests that for modelling barrier options on underlyings such as equity indices where one would expect a jump intensity much smaller than one, the importance sampling method is the best choice.

It is not sufficient for a numerical method to be good at computing the price, it must also be fast for computing Greeks we therefore also examine the number of paths and time required to achieve a standard
error of 0.01 ± 0.0001 for the Delta. This is computed by symmetric differencing with $\epsilon = 0.01$:

$$\Delta = \frac{f(S + \epsilon) - f(S - \epsilon)}{2\epsilon}.$$ 

The number of paths required is plotted in figure 7.3 and the amount of time required is plotted in figure 7.4. The importance sampling method requires very few paths and is consistently faster by a factor of about 100 than the Metwally–Atiya method.

7. Conclusion

We have presented a new method for computing the price of a continuous barrier option in a jump-diffusion model. It relies upon using a mixture of importance sampling and an analytic formula conditioned on no further jumps occurring. It is faster at computing prices for low jump intensities, and consistently much faster at computing the Delta across all jump intensities.
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