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ABSTRACT. In this paper, we present three new discretization schemes for the Heston stochastic volatility model - two schemes for simulating the variance process and one scheme for simulating the integrated variance process conditional on the initial and the end-point of the variance process. Instead of using a short time-stepping approach to simulate the variance process and its integral, these new schemes evolve the Heston process accurately over long steps without the need to sample the intervening values. Hence, prices of financial derivatives can be evaluated rapidly using our new approaches.

1. INTRODUCTION

The use of stochastic volatility models to evaluate prices of financial derivatives among market practitioners has increased in the past few years. The main virtue of these models is that they provide a better calibration to the market implied volatility smiles and skews. Of all the stochastic volatility models, one particular popular model is the Heston stochastic volatility model. Unlike the Black-Scholes model where the variance process of the asset prices is assumed to be deterministic, the Heston model describes the variance process using a mean-reverting square root process. Such an extension allows the model to capture the market observable volatility smiles and skews. The wide-spread acceptance of the Heston model among market practitioners is mainly due to its tractability, particularly when it comes to computing prices of European options. Efficient model calibrations to market observable prices can be carried out easily as semi-closed form solutions for prices of European options exist under the Heston model.

Despite its popularity, there had been little research on the efficient discretizations of the continuous time dynamics of the Heston process until recently. A breakthrough occurred when Broadie and Kaya (2006) presented an exact simulation scheme for the Heston model. Under this approach, the simulation procedure at each path has 3 parts:

1) sampling the end-point of the variance process conditional on the initial point,
2) sampling the integrated variance process conditional on the initial and end-point of the variance process.
3) sampling the asset price process conditional on the variance process and its integral.

As the variance process implies a scaled non-central chi-squared distribution, Broadie and Kaya used an acceptance-rejection technique to sample the variance process (see, Scott 1996) while samples of the conditional integrated variance process are generated through a numerical transform inversion of the integral’s characteristic function. Once the variance process and its integral are sampled, the asset price process can be easily simulated using the exact representation of the share price process. Although this approach is theoretically appealing, the simulation cost of the conditional integrated variance process is too expensive for practical applications.

Several efficient short stepping discretization schemes were introduced recently, notably the Quadratic-Exponential (QE) Scheme (see, Andersen 2008) and Alfonsi’s Second Order Scheme (see, Alfonsi 2008). As Date: June 24, 2010.
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sampling the integrated variance process can be very time consuming, these numerical schemes use a short time-stepping approach to simulate the variance process and the integrated variance process can therefore be approximated using the trapezoidal rule. In particular, the QE scheme approximates the variance process by drawing samples from related continuous distributions which are moment matched to the first two moments of the variance process while Alfonsi’s Second Order Scheme uses discrete random variables to approximate the variance process. Several other authors including Van Haastrecht and Pelsser (2008), Kahl and Jäckel (2006), and Lord et al. (2008) have also contributed towards developing efficient discretization schemes for the Heston Model. Kahl and Jäckel suggest discretizing the variance process using an implicit Milstein scheme, however, Anderson showed that this scheme does poorly, with biases that can be are substantially larger the simple Euler scheme with full truncation (see Lord et al. 2008). The Van Haastrecht and Pelsser approach involves caching the inverse of the chi-squared distribution and a brief discussion of this method is presented in section 3.2.2.

However, not much progress has been made in developing efficient medium and long time-stepping discretization schemes for the Heston process. The real challenge involves in developing efficient long time-stepping discretization schemes comes from the need to sample the integrated variance process (conditional on the initial and the end-point of the variance process) accurately and efficiently. The use of the trapezoidal rule to approximate the integral of the variance process in a medium and long time-stepping setup is no longer sufficiently accurate while the computational cost of the Broadie-Kaya approach is too expensive for practical applications. Glasserman and Kim (2008) made an important contribution when they showed that the distribution of integrated variance process can be expressed as a infinite sum of a mixture of gamma distributions. Using this result, they develop an approximation approach to sample the integrated variance process. For readers who are interested in their approach, we refer them to Glasserman and Kim (2008).

Our contribution in this paper is to develop an efficient long-stepping discretization scheme for the Heston model. To do so, we first develop two new numerical schemes for simulating the variance process which we call the GammaQE scheme and the Double Gamma scheme. Both schemes allow for a fast and accurate simulation the variance process over long steps without the need to sample the intervening values and they requires precisely 3 random numbers per step. While the Double Gamma scheme is an exact simulation scheme for the variance process, the GammaQE scheme is an almost exact simulation scheme for the variance process where the scheme’s accuracy improves with simulation step length. This scheme also has an additional virtue of being a smooth numerical scheme of the model inputs.

Conditional on the initial and the end-point of the variance process, we also develop an alternative approach to sample the conditional integrated variance process using the results established by Glasserman and Kim (2008). In particular, we use a different truncation approach to approximate the integrated variance process (which can be expressed as a infinite sum of a mixture of gamma distributions). The main advantage that our new integrated variance scheme has over the Glasserman and Kim approach is that our new scheme has a fixed dimension. That is, the number of random numbers required at each time step can be pre-determined at the beginning of the simulation. This property is important for sensitivities analysis and well as for the use of quasi-random number generators. By combining this new integrated variance scheme with the GammaQE scheme and the Double Gamma scheme, we developed 2 pricing schemes and we call them the Integrated GammaQE scheme and the Integrated Double Gamma scheme respectively. These schemes allow prices of financial derivatives in the Heston model to be evaluated using a long stepping approach.
This paper is organized as follow: in section 2, we outline the notations used in this paper together with the properties of the variance process and its integral. The GammaQE scheme and the Double Gamma scheme are presented in section 3. In section 4, we proposed a new approach to sample the integrated variance process conditional on the initial and end-point of the variance process. An efficient approach to simulate gamma random variables is presented section 5. The features of our new numerical scheme are discussed in details in section 6. In section 7, a brief discussion of our numerical tests is provided with numerical results presented in section 8. We conclude in section 9.

2. Heston Stochastic Volatility Model

2.1. Model Setup. The Heston process is described by the following stochastic differential equations

\[
\frac{dS_t}{S_t} = r_t dt + \sqrt{V_t} dW^1_t \\
dV_t = \kappa(\theta - V_t) dt + \epsilon \sqrt{V_t} dW^2_t
\]

where \(S_t\) represents an asset price process with \(S_0 > 0\), \(V_t\) represents the instantaneous variance of \(dS_t\) with \(V_0 > 0\) and \((W^1_t, W^2_t)\) is a two-dimensional Brownian motion with an instantaneous correlation of \(\rho\) (i.e. \(dW^1_t dW^2_t = \rho dt\)), while \(r_t\) represents a deterministic instantaneous risk-free rate. The parameters \(\kappa, \theta, \epsilon\) are positive constants with \(\kappa\) representing the rate of reversion of \(V_t\), \(\theta\) representing the long term mean of \(V_t\) and \(\epsilon\) representing the volatility of \(V_t\).

**Proposition 1.** Under the Heston model, the exact solution for the asset price process at time \(t\) conditional on \(V_u\) and \(S_u\) with \(u < t\) is given by

\[
S_t = S_u \exp \left( \int_u^t r_s ds + \frac{\rho}{\epsilon} (V_t - V_u - \kappa \theta (t - u)) + \left( \frac{\kappa \rho}{\epsilon} - \frac{1}{2} \right) \int_u^t V_s ds + \sqrt{1 - \rho^2} \int_u^t \sqrt{V_s} dW^3_s \right)
\]

where \(W^3_t\) is a one-dimensional Brownian motion and independent of \(W^1_t\) and \(W^2_t\).

**Proof.** See Broadie and Kaya (2006) \(\square\)

As noted by Broadie and Kaya, at each path, once the variance process and its integral have been sampled, the asset price can be easily evolved using the representation above. In particular, the process of \(\log \left( \frac{S_t}{S_u} \right)\) conditional on both \(V_u\) and \(\int_u^t V_s ds\) is normally distributed with a mean of

\[
\int_u^t r_s ds + \frac{\rho}{\epsilon} (V_t - V_u - \kappa \theta (t - u)) + \left( \frac{\kappa \rho}{\epsilon} - \frac{1}{2} \right) \int_u^t V_s ds
\]

and a variance of

\[
(1 - \rho^2) \int_u^t V_s ds.
\]

This result is used by them to evolve the asset price process in the 3rd part of their simulation procedure. Since this problem has been satisfactorily solved, we turn our focus to developing efficient simulation schemes for the first and second parts of the simulation procedure. i.e

(1) sampling \(V_t\) conditional on \(V_u\),
(2) sampling \(\int_u^t V_s ds\) conditional on \(V_u\) and \(V_t\).

In the following subsections, we briefly discuss the properties of the variance process, \(V_t\) as well as the properties of the integrated variance process, \(\int_u^t V_s ds\) conditional on \(V_u\) and \(V_t\)
2.2. Properties of the Variance Process, $V_t$. The variance process, $V_t$, is also known as the mean-reverting square root process and this has similar dynamics to the celebrated CIR interest rate model. It is well known that the mean-reverting square root process has the following properties (for example, see Cox, Ingersoll and Ross(1985) and Dufresne (2001)):

**Proposition 2.** We let $\chi_f^2(q)$ represent a noncentral chi-squared random variable with $k$ degree of freedom and a non-centrality parameter of $q$ where

$$
\mathbb{P}(\chi^2_k(q) < x) = e^{-q/2} \sum_{j=0}^{\infty} (q/2)^j j!^2 z^{k/2+j} \Gamma(k/2+j) \int_0^x z^{k/2+j-1} e^{-z/2} dz.
$$

(2.4)

with $k,q > 0$. Conditioning on $V_u = v_u$, the variance process, $V_t$, is distributed as $C(u,t)$ times a noncentral chi-squared random variable with $\delta$ degrees of freedom and a non-centrality parameter of $n(u,t)v_u$,

i.e. \( (V_t|V_u = v_u) \overset{d}{=} C(u,t)\chi^2_\delta(n(u,t)v_u) \),

where

$$
C(u,t) = \frac{e^{-\kappa(t-u)}}{n(u,t)}, \quad \delta = \frac{4\kappa \theta}{e^2}, \quad n(u,t) = \frac{4\kappa e^{-\kappa(t-u)}}{e^2(1 - e^{-\kappa(t-u)})}.
$$

**Proposition 3.** We let

$$
\alpha = \frac{2\kappa \theta}{e^2}, \quad \beta = \frac{e^2}{2\kappa} \left(1 - e^{-\kappa(t-u)}\right), \quad \lambda = \frac{2\kappa}{e^2(e^{\kappa(t-u)} - 1)} v_u
$$

We define

- $\Gamma(\alpha, \beta)$, $\Gamma_1(\alpha, \beta)$, $\Gamma_2(\alpha, \beta)$… to be independent and identically distributed gamma random variables with a mean of $\alpha\beta$ and a variance of $\alpha\beta^2$,
- $N_\lambda$ to be a Poisson random variable with a mean of $\lambda$,
- $\text{Exp}(\beta), \text{Exp}_1(\beta), \text{Exp}_2(\beta), \ldots$ to be independent and identically distributed exponential random variables with a mean of $\beta$.

The distribution of $V_t$ conditioned on $V_u$ admits the representation

$$
(V_t|V_u = v_u) \overset{d}{=} Y_1 + Y_2
$$

(2.6)

where

$$
Y_1 \overset{d}{=} \Gamma(\alpha, \beta), \quad Y_2 \overset{d}{=} \sum_{i=1}^{N_\lambda} \text{Exp}_i(\beta)
$$

(2.7)

and $\Gamma(\alpha, \beta), N_\lambda$ and $\text{Exp}_i(\beta)$ for all $i$ are mutually independent random variables.

**Proof.** see Dufresne (2001). Here, we provide an alternative proof using moment generating function (m.g.f.). The m.g.f. of $\chi^2_k(q)$ is given by

$$
\mathbb{E}[\exp(r \cdot \chi^2_k(q))] = (1 - 2r)^{-\frac{k}{2}} \exp\left(\frac{qr}{1 - 2r}\right).
$$

Therefore, the m.g.f. of $V_t$ conditional on $V_u$ is given by

$$
\mathbb{E}[\exp(rV_t)|V_u = v_u] = (1 - 2c(u,t)r)^{-\frac{q}{2}} \exp\left(\frac{V_u n(u,t)c(u,t)r}{1 - 2c(u,t)r}\right),
$$

$$
= \phi(r)^\alpha \exp(\lambda(\phi(r) - 1))
$$

(2.8)
where $\alpha, \beta, \lambda$ are as defined in Proposition 3 and $\phi(r) = (1 - \beta r)^{-1}$ is the m.g.f of an exponential distribution with a mean of $\beta$. Since

$$
\mathbb{E}[\exp(rY_1)] = \phi(r)^\alpha \iff Y_1 \sim \Gamma(\alpha, \beta)
$$

$$
\mathbb{E}[\exp(rY_2)] = \exp(\lambda(\phi(r) - 1)) \iff Y_2 \sim \sum_{i=1}^{N_\lambda} \text{Exp}(\beta),
$$

the result in Proposition 3 clearly holds.

We note that the random variable, $Y_2$, follows a compound Poisson distribution where the summands are exponentially distributed and, gamma random variables and exponential random variables have the following properties:

$$
\Gamma(\alpha, \beta) \sim \beta \cdot \Gamma(\alpha, 1),
$$

$$
\sum_{i=1}^{n} \text{Exp}(\beta) \sim \Gamma(n, \beta).
$$

Other well-known properties of the variance process include the Feller condition which guarantees strict positivity of the variance process, $V_t$, if $2\kappa \theta > \epsilon$ while for cases where $2\kappa \theta < \epsilon$, the origin is accessible and strongly reflecting. Typically in financial applications, we have $2\kappa \theta \ll \epsilon$. Hence, the probability of the variance process, $V_t$, hitting zero can be quite significant.

For simulation purposes, the variance process, $V_t$, can always be sampled from the noncentral chi-squared distribution using the acceptance and rejection techniques (For example, see Glasserman 2003 and Scott 1996) and this is the same approach used by Broadie and Kaya (2006). However, the main problem with the acceptance and rejection techniques is that the dimensionality of the random numbers required at each time step changes depending on state variables and input parameters. Hence, a small change in parameter inputs can abruptly alter the samples generated and sensitivity estimates obtained under such a simulation approach can have high variances. On top of that, the total number of the random numbers required for each path cannot be determined at the beginning of the simulation and this restricts the use of quasi-random number generators.

2.3. Properties of Integrated Variance Process, $\int_0^t V_s ds$, conditional on $V_t$ and $V_u$. Glasserman and Kim (2008) show that the exact distribution of $\int_0^t V_s ds$, conditional on $V_t$ and $V_0$ can be represented by infinite sums and mixtures of gamma random variables.

**Proposition 4.** We let

$$
\lambda_j^* = \frac{16\pi^2 j^2}{\varepsilon^2 (t-u)(\kappa^2(t-u)^2 + 4\pi^2 j^2)};
$$

$$
\lambda_j = (\nu t + \nu u)\lambda_j^*,
$$

$$
\gamma_j = \frac{\kappa^2(t-u)^2 + 4\pi^2 j^2}{2\varepsilon^2(t-u)^2};
$$

$$
z = \frac{2\kappa/\varepsilon^2}{\sinh(\kappa(t-u)/2)}\sqrt{\nu t\nu u},
$$

$$
\nu = \delta/2 - 1.
$$

We define

$$
X_1 \sim \sum_{j=1}^{\infty} \frac{1}{\gamma_j} \sum_{i=1}^{N_{\lambda_j}} \text{Exp}(1), \quad X_2 \sim \sum_{j=1}^{\infty} \frac{1}{\gamma_j} \Gamma_j(\delta/2, 1), \quad Z \sim \sum_{j=1}^{\infty} \frac{1}{\gamma_j} \Gamma_j(2, 1),
$$
Proposition 5. The mean and the variance for the random variable $X$ is approximated using a gamma random variable. Similarly, a numerical root search is also required at each time step as the remainder of the truncated series of the first kind has to be evaluated at each time step in order to generate the Bessel random variable. The computational cost of this approach can be expensive as the modified Bessel function of the first kind has to be evaluated at each time step in order to generate the Bessel random variable. While it was shown that this simulation scheme is particularly effective for pricing options with long-date maturities, there are still some shortcomings. First of all, this numerical scheme does not have a fixed dimension, in particular, the number of random number requires at each time step changes according to the outcome of the Bessel random variable $\eta$. This restricts the possibility of using quasi-random number generators. The computational cost of this approach can be expensive as the modified Bessel function of the first kind has to be evaluated at each time step in order to generate the Bessel random variable. Similarly, a numerical root search is also required at each time step as the remainder of the truncated series is approximated using a gamma random variable.


Proposition 5. The mean and the variance for the random variable $X_1, X_2$ and $Z$ are given by

$$
\begin{align*}
E(X_1) &= (\nu_t + \nu_u)\mu_{X_1}^*, \\
E(X_2) &= \delta \mu_{X_2}^*, \\
E(Z) &= 4\mu_{X_2}^*,
\end{align*}
$$

where

$$
\begin{align*}
\mu_{X_1}^* &= \frac{1}{\kappa} \coth \left( \frac{\kappa(t-u)}{2} \right) - \frac{(t-u)}{2} \operatorname{csch}^2 \left( \frac{\kappa(t-u)}{2} \right), \\
(\sigma_{X_1}^*)^2 &= \frac{\epsilon^2}{\kappa^3} \coth \left( \frac{\kappa(t-u)}{2} \right) + \frac{\epsilon^2(t-u)}{2\kappa^2} \operatorname{csch}^2 \left( \frac{\kappa(t-u)}{2} \right) - \frac{\epsilon^2(t-u)^2}{2\kappa} \coth \left( \frac{\kappa(t-u)}{2} \right) \operatorname{csch}^2 \left( \frac{\kappa(t-u)}{2} \right), \\
\mu_{X_2}^* &= \frac{\epsilon^2}{4\kappa^2} \left( -2 + \kappa(t-u) \coth \left( \frac{\kappa(t-u)}{2} \right) \right), \\
(\sigma_{X_2}^*)^2 &= \frac{\epsilon^4}{8\kappa^4} \left( -8 + 2\kappa(t-u) \coth \left( \frac{\kappa(t-u)}{2} \right) + \kappa^2(t-u)^2 \operatorname{csch}^2 \left( \frac{\kappa(t-u)}{2} \right) \right).
\end{align*}
$$

Proof. See, Glasserman and Kim (2008). They obtained these results by first deriving the Laplace transform of $X_1, X_2$ and $Z$. The means and the variances can then be easily calculated. 

Based on the results above Glasserman and Kim (2008) developed a new approach to sample to the conditional integrated variance process. Since both random variables, $X_2$ and $Z$, are state-independent, they tabulate the distribution function of $X_2$ and $Z$ by inverting their respective Laplace transforms. Therefore, the random variable $X_2$ can be sampled efficiently and similarly, once the outcome of the Bessel random variable is known with $\eta = n_0$, the random variables $Z_j$ for $j = 1, \ldots, n_0$ can also be generated efficiently. As $X_1$ is state-dependent, tabulating the distribution function is not a feasible option. Instead, they suggested to truncate the series representation of $X_1$ and approximate the remainder of the truncated series using a gamma random variable.
3. Simulation of the Variance process.

In this section, we present two new approaches to simulate the variance process, $V_t$ which we call the GammaQE scheme and the Double Gamma scheme. These new approaches are built on the representation presented in Proposition 3. Specifically, we divide the simulation of the variance process, $V_t$, into 2 parts: the gamma random variable, $Y_1$, and the compound Poisson random variable, $Y_2$. Both schemes use the same approach to simulate the gamma random variable and their differ in how the compound Poisson random variable is generated.

3.1. Simulation of the Gamma Random Variable, $Y_1$. Using properties of the gamma distribution, the random variable, $Y_1$, is distributed as

$$Y_1 \overset{d}{=} \beta \cdot \Gamma(\alpha, 1).$$

Since the parameter $\alpha$ is state and step-size independent (see Proposition 3), the gamma random variable, $\Gamma(\alpha, 1)$, can be sampled efficiently by creating a one-dimensional cache of the inverse of the gamma distribution function. In particular, we tabulate the inverse of the gamma distribution function at the start of the simulation and then draw samples as needed by sampling from the table. Since the computational overhead for a one-dimensional cache is low, the gamma random variable can therefore be simulated efficiently. A detailed discussion on how such a cache can be created is presented in section 5.

3.2. Simulation of the Compound Poisson Distribution, $Y_2$. While a direct simulation of the compound Poisson random variable is possible, we do not pursue this approach. Instead, under the GammaQE scheme, we approximate the compound Poisson random variable using the sum of two random variables sampled from two different distributions while, under the Double Gamma scheme, the compound Poisson random variable is sampled from a gamma distribution conditional on $N_{\lambda}$.

3.2.1. Simulating $Y_2$ using the GammaQE scheme. Observe that, if $\lambda$ is small, then

$$P(N_{\lambda} \leq 1) = (1 + \lambda)e^{-\lambda} \approx 1.$$  

and hence, the compound Poisson random variable can be approximated by a zero-modified exponential random variable. For large $\lambda$, the compound Poisson random variable can be approximated using a power function applied to a Gaussian variable. Specifically, we write

$$Y_2 \approx a(b + Z)^2$$

where $Z$ is a standard Gaussian random variable and the constant $a$ and $b$ are to be determined. We shall call this the quadratic Gaussian distribution. This has similarities to the QE scheme proposed by Anderson (2006). Under the QE scheme, the variance process is simulated using samples generated from either the zero-modified exponential distribution or the quadratic Gaussian distribution depending on the level of the initial variance process.

However, instead of having to switch from one distribution to another, under the GammaQE scheme, the compound Poisson random variable is approximated using the sum of two random variables, $Y_3$ and $Y_4$, sampled from a zero-modified exponential distribution and a zero-modified quadratic Gaussian distribution. Specifically, the cumulative distribution function of the zero-modified exponential distribution, $F_{Y_3}(y)$, is given by

$$F_{Y_3}(y) = \begin{cases} P_{Y_3} & y = 0, \\ (1 - P_{Y_3})(1 - e^{-y/\mu}) & y > 0, \end{cases}$$

(3.2)
with \( \mu > 0 \) and the cumulative distribution function of the zero-modified quadratic Gaussian distribution, \( F_{Y_4}(y) \) is given by

\[
F_{Y_4}(y) = \begin{cases} 
P_{Y_4} & y = 0, \\
(1 - P_{Y_4}) F_{\chi^2_1}(\frac{y}{\mu}) & y > 0,
\end{cases}
\]  

(3.3)

where \( F_{\chi^2_1}(\cdot) \) is the cumulative distribution function of the noncentral chi-squared random variable with 1 degree of freedom and a non-centrality parameter of \( b^2 > 0 \). As the noncentral chi-squared distribution has 1 degree of freedom, the random variable \( Y_4 \) can be sampled easily (see Algorithm 1). The parameters in both distributions are determined by moment matching to the first two moments of the compound Poisson distribution. In particular, given the mean and the variance of the compound Poisson distribution, the GammaQE scheme determines the proportion (weight) of the mean and the variance that must be explained (matched) by the zero-modified exponential random variables while the remainder of the mean and the variance are explained (matched) by the zero-modified quadratic Gaussian random variable. The weight is determined based on the value of \( \lambda \). This approach allows us to have a smooth transition from the zero-modified exponential distribution to the zero-modified Quadratic Gaussian distribution and vice-versa in approximating the compound Poisson distribution.

**Algorithm 1.** Under GammaQE scheme, the compound Poisson random variable can be sampled using the following approximation

\[
Y_2 \approx Y_3 + Y_4
\]  

(3.4)

with

\[
Y_3 = \begin{cases} 
0 & 0 \leq U_{Y_3} \leq P_{Y_3} \\
\mu \ln \left( \frac{1 - P_{Y_3}}{1 - U_{Y_3}} \right) & P_{Y_3} < U_{Y_3} \leq 1
\end{cases}
\]  

(3.5)

and

\[
Y_4 = \begin{cases} 
a \left( b + \Phi^{-1} \left( \frac{U_{Y_3}}{1 - P_{Y_3}} \right) \right)^2 & 0 \leq U_{Y_4} \leq c_1 \\
0 & c_1 < U_{Y_4} \leq c_2 \\
a \left( b + \Phi^{-1} \left( \frac{U_{Y_4} - P_{Y_4}}{1 - P_{Y_4}} \right) \right)^2 & c_2 < U_{Y_4} < 1
\end{cases}
\]  

(3.6)

where \( U_{Y_3} \) and \( U_{Y_4} \) are uniformly distributed random variable, \( P_{Y_3} \) and \( P_{Y_4} \) are the probability of zero for the random variable \( Y_3 \) and \( Y_4 \) respectively and \( \Phi^{-1} \) is the inverse cumulative distribution function of the standard normal distribution. The parameters \( a > 0 \), \( b^2 > 0 \), \( \mu > 0 \), \( P_{Y_3} \in [0,1) \) and \( P_{Y_4} \in [0,1) \) are determined by matching the first two moments of the compound Poisson distribution and the probability at zero (i.e. \( P(Y_2 = 0) = e^{-\lambda} \)) and they are given by

\[
P_{Y_3} = \frac{2 - \lambda w}{2 + \lambda w}, \quad \mu = \frac{w \lambda \beta}{1 - P_{Y_3}}, \quad P_{Y_4} = \frac{e^{-\lambda}}{P_{Y_3}}, \quad b^2 = -c - 1 + \sqrt{c(c + 1)}, \quad a = \frac{(1 - w) \lambda \beta}{(1 - P_{Y_4})(1 + b^2)},
\]

where

\[
w = (1 + \lambda)e^{-\lambda},
\]

\[
c = \frac{2\lambda(1 - w)}{\lambda(1 - w) - (1 - P_{Y_3})(2 + \lambda(1 - w))}.
\]

The value of \( c_1 \) and \( c_2 \) given by \( c_1 = (1 - P_{Y_3}) \cdot \Phi(-b) \) and \( c_2 = c_1 + P_{Y_4} \).
A detailed proof of the result in Algorithm 1 is presented in Appendix A1. Note that, instead of using the representation below

\[
Y_4 = \begin{cases} 
0 & 0 \leq U_{Y_4} \leq P_{Y_4} \\
 a \left( b + \Phi^{-1} \left( \frac{1-U_{Y_4}}{1-P_{Y_4}} \right) \right)^2 & P_{Y_4} < U_{Y_4} \leq 1 
\end{cases} 
\] (3.7)

to simulate \( Y_4 \), the presentation in equation (3.6) is used as that approach ensures that the random variable \( Y_4 \) is a continuous function of \( U_{Y_4} \). This is particularly important when it comes to sensitivity analysis.

3.2.2. Sampling \( Y_2 \) using the Double Gamma Scheme. Observe that, by conditioning on \( N_\lambda \), the compound Poisson random variable satisfies the following representation

\[
\left( \sum_{i=1}^{N_\lambda} \text{Exp}(_i(\beta) \right| N_\lambda = n) \overset{d}{=} \beta \cdot \Gamma(n, 1). 
\] (3.8)

Therefore, once the Poisson random variable, \( N_\lambda \), is sampled, the compound Poisson random variable can be drawn from a gamma distribution with a shape parameter \( n \). Sampling compound Poisson random variables using this approach can be very time consuming as a direct inversion of the gamma distribution function is usually required as the shape parameter, \( n \), changes on a path by path basis.

Fortunately, the Poisson random variable, \( N_\lambda \), is a discrete random variable with \( N_\lambda \in \mathbb{N} \). Regardless of the model inputs and state-variables, once the Poisson random variable, \( N_\lambda \), is drawn, the compound Poisson random variable will always be sampled from a gamma distribution with a non-negative integer shape parameter. This makes it worthwhile to tabulate the inverse of the gamma distribution for all the integer shape parameters as this only has to be done once and it can be reused to generate compound Poisson random variables even if the model inputs and state-variables have changed. In particular, we create multiple one-dimensional caches where each cache corresponds to a specific integer shape parameter. From a programming perspective, once such caches are created and stored in a static library, sampling compound Poisson random variables can be done very efficiently with a price of slightly higher storage cost. A detailed explanation on how such caches can be created efficiently is presented in section 5 and the Poisson random variable, \( N_\lambda \), can be sampled easily using the inverse transformation method (see, pg 128 Glasserman (2003)).

An interesting question is for what value of the integer shape parameter should we cache. In theory, we would like to cache all the integer value of the shape parameter. However, in practice, this is never possible. In general, for a long time step, the outcome the Poisson random variable, \( N_\lambda \), is often small. We recommend to tabulate the inverse of the gamma distribution function for shape parameters up to 100 and for any shape parameter above 100, the gamma random variable can be approximated using a lognormal random variable moment matched to the first two moments of the gamma random variable. In general, such approximation works well for large shape parameters.

We note that our new Double Gamma scheme has some similarities to the Non-central Chi-squared Inversion (NCI) scheme (Van Haastrecht and Pelsser (2008)). The NCI scheme is built on the following representation

\[
(V_t|V_u = v_u, N_\lambda = n) \overset{d}{=} C(u, t) \chi_{\delta+2n}^2, 
\] (3.9)

where \( N_\lambda \) is the same Poisson random variable as defined in Proposition 3 and \( \chi_{\delta+2N_\lambda}^2 \) is a chi-squared random variable with \( \delta + 2n \) degrees of freedom. Specifically, conditioning on \( N_\lambda = n \), the variance process, \( V_t \), can be sampled from a chi-squared distribution with \( \delta + 2n \) degrees of freedom. Under the NCI scheme,
multiple one-dimensional caches for the inverse of the chi-squared distribution function are created (with each cache corresponds to $\delta + 2n$ degrees of freedom for $n = 0, 1, \ldots, n_{\text{max}}$) and sampling the variance process, $V_t$, can be done easily once $N_\lambda$ is known.

The crucial difference between the Double Gamma scheme and the NCI scheme is that the multiple one-dimensional caches for the Double Gamma scheme only need to be created once and can be reused even if the model inputs and state-variable change whereas the NCI scheme requires the creation of such caches every time when model inputs differ. Under the Double Gamma scheme, we also studied the asymptotic behaviors of the gamma distribution and, by performing a suitable transformation (instead of direct caching as proposed in NCI scheme), the number of points required to create a reasonably accurate cache can be significantly reduced (see, Section 5).

4. Simulation of the Integrated Variance Process

Using the result in Proposition 4, we develop an alternative approach to simulate the integrated variance process. Observe that, by conditioning on $V_t, V_u$ and $\eta$, the integrated variance process can be expressed in the following form

$$
\left( \int_u^t V_s ds \right| V_t = v_t, V_u = v_u, \eta = n_0) = d \sum_{j=1}^{\infty} \frac{1}{\gamma_j} \left( \sum_{i=1}^{N_{\lambda_j}} \text{Exp}_i(1) + \Gamma_j(2n_0 + \delta/2, 1) \right).
$$

For a quick simulation, the series in the equation above is truncated after the $k$-th term and the remainder of the series is approximated using a lognormal random variable moment matched to the first two moments of the remainder of the series i.e.

$$
\left( \int_u^t V_s ds \right| V_t = v_t, V_u = v_u, \eta = n_0) \overset{d}{=} \sum_{j=1}^{k} \frac{1}{\gamma_j} \left( \sum_{i=1}^{N_{\lambda_j}} \text{Exp}_i(1) + \Gamma_j(2n_0 + \delta/2, 1) \right) + \text{Ln}(\mu^k_{Ln}, \sigma^k_{Ln})
$$

where parameters $\mu^k_{Ln}$ and $\sigma^k_{Ln}$ are determined by moment matching. Further conditioning on $N_{\lambda_j} = n_j$ for $j = 1, 2, \ldots, k$ gives

$$
\sum_{j=1}^{k} \frac{1}{\gamma_j} \left( \sum_{i=1}^{N_{\lambda_j}} \text{Exp}_i(1) + \Gamma_j(2n_0 + \delta/2, 1) \right) \overset{d}{=} \sum_{j=1}^{k} \frac{1}{\gamma_j} \Gamma_j(2n_0 + n_j + \delta/2, 1).
$$

Once the truncation level, $k$, is determined, the simulation procedure of the integrated variance process can be summarized as follow

1. At each time step, we first sample the Bessel random variable $\eta$.
2. We then sample the Poisson random variable, $N_{\lambda_j}$.
3. Once $N_{\lambda_j}$ is known, we proceed to sample the gamma random variable $\Gamma_j(2n_0 + n_j + \delta/2, 1)$.
4. We repeat step 2 and 3 from $j = 1$ up to $j = k$ and compute the sum of $\frac{1}{\gamma_j} \Gamma_j(2n_0 + n_j + \delta/2, 1)$ for $j = 1, 2, \ldots, k$.
5. Lastly, we sample the lognormal random variable, $\text{Ln}(\mu^k_{Ln}, \sigma^k_{Ln})$, and the integrated variance process from time $u$ to $t$ is given by the sum of $\text{Ln}(\mu^k_{Ln}, \sigma^k_{Ln})$ and $\frac{1}{\gamma_j} \Gamma_j(2n_0 + n_j + \delta/2, 1)$ for $j = 1, 2, \ldots, k$.

4.1. Efficient simulation of the Bessel random variable $\eta$. As described by Glasserman and Kim (2008), the simulation procedure of the Bessel random variable, $\eta$ is as follows: they generate a uniform
random number, \( U_\eta \in [0, 1) \) and calculate the probability mass function recursively,

\[
p_{m+1} = \frac{z^2}{4(m+1)(m+1+\nu)} p_m \quad p_0 = \frac{(z/2)\nu}{I_\nu(z)\Gamma(\nu+1)}
\]

until they reach a value \( n_0 \) such that

\[
\sum_{m=1}^{n_0-1} p_m \leq U_\eta < \sum_{m=1}^{n_0} p_m.
\]

They set \( \eta = n_0 \) to be simulated Bessel random variable.

Observe that, the most time consuming step is the computation of \( p_0 \) as it involves computing a modified Bessel function of the first kind which in turn is a sum of an infinite series. It is well known that the computational cost can be high for large value of \( z \) due to the slow convergence of the series.

Using the definition of the modified Bessel function of the first kind, one can express \( P_0 \) as

\[
p_0 = \frac{1}{\sum_{n=0}^{\infty} C_n \cdot (v_u v_l)^n}
\]

where

\[
C_0 = 1, \quad C_{n+1} = \frac{D(u, t)}{4(n+1)(n+1+\nu)} C_n, \quad D(u, t) = \left( \frac{2\kappa/\epsilon^2}{\sinh(\kappa(t-u)/2)} \right)^2.
\]

As \( n \to \infty \), we have \( C_n \to 0 \). Therefore, it is possible to approximate \( p_0 \) accurately by truncating the infinite series in the denominator of equation (4.5). Observe that, \( C_n \) increases by a factor of \( D(u, t) \) and decreases by a factor of \( n^2 \) when \( n \) increases and, therefore, our truncation level clearly will depend on \( D(u, t) \). The accuracy of \( P_0 \) after truncation will also depend on the value of \( v_u v_l \) as the series converges slowly for large value of \( v_u v_l \). Given that there is such a complicated dependency, we truncate the infinite series dynamically. In particular, we propose to approximate \( p_0 \) using the first \( h \)-th terms in the series i.e.

\[
p_0 \approx \frac{1}{\sum_{n=0}^{n} C_n \cdot (v_u v_l)^n} \quad (4.7)
\]

where \( h \) is determined such that we have

\[
\frac{C_h \cdot (v_u v_l)^h}{\sum_{n=0}^{n} C_n \cdot (v_u v_l)^n} < 10^{-4}
\]

for the first time as \( h \) increases. In general, using the inputs given in our numerical tests (which are relevant for financial applications), we rarely need more than 10 terms to approximate \( P_0 \) accurately. Therefore, we can reduce the computational time of \( P_0 \) substantially. Also, since the value of all \( C_n \)'s is state-independent, they can therefore be calculated at the beginning of the simulation to further reduce the computational cost.

4.2. Efficient Simulation of Poisson Random Variable \( N_{\lambda_j} \). As explained earlier, the Poisson random variable, \( N_{\lambda_j} \), can be sampled using the inverse transformation method (see, pg 128 Glasserman (2003)).

4.3. Efficient Simulation of Gamma Random Variable \( \Gamma_j(2n_0 + n_j + \delta/2, 1) \). Using properties of the gamma distribution, we can decompose the gamma random variable, \( \Gamma_j(2n_0 + n_j + \delta/2, 1) \), into the sum of two independent gamma random variables, i.e.

\[
\Gamma_j(2n_0 + n_j + \delta/2, 1) \overset{d}{=} \Gamma_{j1}(2n_0 + n_j) + \Gamma_{j2}(\delta/2, 1)
\]

where \( \Gamma_{j1} \) and \( \Gamma_{j2} \) are independent gamma random variables. Since we have \( \delta/2 = \alpha \), the gamma random variable, \( \Gamma_{j2}(\delta/2, 1) \), can be sampled from the cache that we have created when sampling the variance.
The parameters $\mu$ series conditioning on $V$ we define Proposition 6.

The remainder of the truncated series is approximated using a log-normal random variable, $\text{Ln}(\mu^k, \sigma^k_{Ln})$ with a mean, $M_{Ln}$, and a variance, $(S_{Ln})^2$ of

$$M_{Ln} = \exp \left( \mu^k_{Ln} + 0.5(\sigma^k_{Ln})^2 \right),$$

$$(S_{Ln})^2 = ((\sigma^k_{Ln})^2 - 1) \exp \left( 2\mu^k_{Ln} + (\sigma^k_{Ln})^2 \right).$$

The parameters $\mu^k_{Ln}$ and $\sigma^k_{Ln}$ are determined by matching the first two moments of the remainder of the truncated series.

**Proposition 6.** we define $\mu^k_R$ and $(\sigma^k_R)^2$ to be the mean and the variance for the remainder of the truncated series conditioning on $V_u = v_u$, $V_t = v_t$ and $\eta = n_0$ and they are given by

$$\mu^k_R = (v_t + v_u) \left( \mu^*_{X_1} - \sum_{j=1}^{k} \left( \frac{\lambda^*_j}{\gamma^*_j} \right) \right) + (4n_0 + \delta) \left( \mu^*_{X_2} - \sum_{j=1}^{k} \left( \frac{1}{2\gamma^*_j} \right) \right),$$

$$(\sigma^k_R)^2 = (v_t + v_u) \left( (\sigma^*_{X_1})^2 - \sum_{j=1}^{k} \left( \frac{2\lambda^*_j}{\gamma^*_j} \right) \right) + (4n_0 + \delta) \left( (\sigma^*_{X_2})^2 - \sum_{j=1}^{k} \left( \frac{1}{2\gamma^*_j} \right) \right) \quad (4.8)$$

**Proof.** By conditioning on $V_u$, $V_t$ and $\eta$, the mean and the variance of the integrated variance process are

$$\mathbb{E} \left( \int_u^t V_s ds \right | V_t = v_t, V_u = v_u, \eta = n_0) = (v_t + v_u)\mu^*_{X_1} + (4n_0 + \delta)\mu^*_{X_2}$$

$$\text{Var} \left( \int_u^t V_s ds \right | V_t = v_t, V_u = v_u, \eta = n_0) = (v_t + v_u)(\sigma^*_{X_1})^2 + (4n_0 + \delta)(\sigma^*_{X_2})^2$$

Similarly, we have

$$\mathbb{E} \left( \sum_{j=1}^{k} \frac{1}{\gamma^*_j} \sum_{i=1}^{N_{\gamma_j}} \text{Exp}(1) + \Gamma_j(2n_0 + \delta/2, 1) \right) \right) = \sum_{j=1}^{k} \frac{1}{\gamma^*_j} (\lambda^*_j + 2n_0 + \delta/2)$$

$$= (v_t + v_u) \sum_{j=1}^{k} \left( \frac{\lambda^*_j}{\gamma^*_j} \right) + (4n_0 + \delta) \sum_{j=1}^{k} \left( \frac{1}{2\gamma^*_j} \right)$$

$$\text{Var} \left( \sum_{j=1}^{k} \frac{1}{\gamma^*_j} \sum_{i=1}^{N_{\gamma_j}} \text{Exp}(1) + \Gamma_j(2n_0 + \delta/2, 1) \right) \right) = \sum_{j=1}^{k} \frac{1}{\gamma^*_j} (2\lambda^*_j + 2n_0 + \delta/2)$$

$$= (v_t + v_u) \sum_{j=1}^{k} \left( \frac{2\lambda^*_j}{\gamma^*_j} \right) + (4n_0 + \delta) \sum_{j=1}^{k} \left( \frac{1}{2\gamma^*_j} \right) \quad (4.9)$$

using the fact that the mean and the variance of the compound Poisson distribution is given by $\lambda_j$ and $2\lambda_j$ respectively. Therefore, results in the Proposition 6 clearly holds as all the random variables in the infinite series are mutually independent. ∎
Once the value of $\mu^k_R$ and $(\sigma^k_R)^2$ are determined, a simple moment matching exercise gives
\[
(\sigma^k_{Ln})^2 = \log \left( \frac{(\sigma^k_R)^2}{\mu^k_R} + 1 \right),
\mu^k_{Ln} = \log (\mu^k_R) - 0.5 (\sigma^k_{Ln})^2.
\]
In order to sample from a log-normal distribution with the above parameters, we first generate a standard normal random variable $Z_{Ln}$. The log-normal random variable can then be generated using
\[
\ln(\mu^k_{Ln}, \sigma^k_{Ln}) = \exp(\mu^k_{Ln} + \sigma^k_{Ln} \cdot Z_{Ln}).
\]

5. Caching and Sampling Gamma Random Variables

We devote this section to discuss an efficient approach to cache the inverse of gamma distribution functions and to sample gamma random variables from the cache. We define $F_\alpha(x)$ to be the cumulative distribution function for $\Gamma(\alpha, 1)$ and it is given by
\[
F_\alpha(x) = P(\Gamma(\alpha, 1) \leq x) = \int_0^x \frac{y^{\alpha-1} \exp(-y)}{\Gamma(\alpha)} dy.
\]
One possible naive approach to create a one-dimensional cache is to tabulate the value of $F^{-1}_\alpha(u_i)$ at each
\[
u_i = \frac{i - 1}{N} \quad \text{for} \quad i = 1, 2, \ldots, N.
\]
where $F^{-1}_\alpha: [0, 1] \rightarrow [0, \infty)$ represents the inverse of the gamma distribution function and $N$ represents the total number of points in the cache.

Instead, we suggest that the cache to be created by tabulating $[g_\alpha(u_i), F^{-1}_\alpha(u_i)]$ for all $i$ where
\[
g_\alpha(u) = \left( (\alpha \Gamma(\alpha))^{1/\alpha} - \log(1 - u) \right) u^{1/\alpha}
\]
This is because, the lead term of the asymptotic expansion of the inverse of the gamma distribution function is given by
\[
F^{-1}_\alpha(u) \sim (\alpha \Gamma(\alpha)u)^{1/\alpha}
\]
as $u \rightarrow 0$. Similarly, the lead term of the asymptotic expansion of the inverse of the gamma distribution function is given by
\[
F^{-1}_\alpha(u) \sim -\log(1 - u)
\]
as $u \rightarrow 1$. The result in equation 5.3 can be derived by expressing the exponential term in equation 5.1 as a power series and eliminating the the higher order terms while the result in equation 5.4 can be derived by evaluating the equation 5.1 using integration by part and eliminating the lower order terms. The function $g(u)$ can be viewed as a weighted average of both lead terms such that we have a smooth transition from one lead term to another as $u$ changes. By transforming $u$ to $g(u)$, the number of points required to create an reasonably accurate cache can be significantly reduced as the plot of $F^{-1}_\alpha(u)$ against $g(u)$ is a better-behaved function compared to the plot of $F^{-1}_\alpha(u)$ against $u$ (see figure 5.1 and 5.2). In particular, we recommend using $N = 100$ for $\alpha \geq 1$ and $N = 1000$ for $\alpha < 1$. In order to increase the accuracy of the cache at the tail of the inverse distribution function, an additional point $[g_\alpha(u_{\text{max}}), F^{-1}_\alpha(u_{\text{max}})]$, where $u_{\text{max}} = 0.99999$, is also tabulated.
Figure 5.1. The figure shows the plot $F_{\alpha}^{-1}(u)$ against $u$ and the plot $F_{\alpha}^{-1}(u)$ against $g_\alpha(u)$ for $\alpha = 0.04$.

Figure 5.2. The figure shows the plot $F_{\alpha}^{-1}(u)$ against $u$ and the plot $F_{\alpha}^{-1}(u)$ against $g_\alpha(u)$ for $\alpha = 5$.

For a smooth interpolation between the adjacent points in the cache, the first order derivative of $F_{\alpha}^{-1}(u_i)$ with respect to $g_\alpha(u_i)$ given by

$$\frac{dF_{\alpha}^{-1}(u_i)}{dg_\alpha(u_i)} = \frac{dF_{\alpha}^{-1}(u_i)}{du_i} \frac{du_i}{dg_\alpha(u_i)}$$

(5.5)

where

$$\frac{dF_{\alpha}^{-1}(u)}{du} = \Gamma(\alpha) \exp(F_{\alpha}^{-1}(u))(F_{\alpha}^{-1}(u))^{1-\alpha}$$

$$\frac{du}{dg_\alpha(u)} = \frac{\alpha(1-u)(u)^{1-1/\alpha}}{\alpha u + (1-u)((\alpha \Gamma(\alpha))^{1/\alpha} - \log(1-u))}$$

for all $i$ are also tabulated at the beginning of the simulation. Note that, at $u = 0$, we have

$$\frac{dF_{\alpha}^{-1}(0)}{dg_\alpha(0)} = \lim_{u \to 0} \frac{F_{\alpha}^{-1}(u) - F_{\alpha}^{-1}(0)}{g_\alpha(u) - g_\alpha(0)} = 1$$

(5.6)

using the result in equation (5.3).

When sampling gamma random variables, we propose to use a cubic interpolation between the adjacent points. At each interval, the coefficients of the cubic polynomial are determined by matching the cached value and derivative at the starting point and the ending point of the interval. Specifically, for the interval
Table 5.1. The table above shows the accuracy of caches as $N$ increases for $\alpha = 0.04$.

Table 5.2. The table above shows the accuracy of caches as $N$ increases for $\alpha = 5$.

\[ g(u_i), g(u_{i+1}) \] the inverse of the gamma distribution functions is approximated using

\[ F^{-1}_\alpha(u) = a_i g(u)^3 + b_i g(u)^2 + c_i g(u) + d_i, \quad (5.7) \]

where

\[ a_i = \frac{-2y_i - 2y_{i+1} + x_i y'_i + x_{i+1} y'_{i+1} - x_i y'_{i+1} + x_{i+1} y''_i}{(x_i - x_{i+1})^3}, \]

\[ b_i = \frac{(y'_i - y'_{i+1}) - 3a \cdot ((x_i)^2 - (x_{i+1})^2)}{2(x_i - x_{i+1})}, \]

\[ c_i = y'_i - 3a \cdot (x_i)^2 - 2b \cdot x_i, \]

\[ d_i = y_i - a \cdot (x_i)^3 - b \cdot (x_i)^2 - c \cdot x_i. \]

with

\[ y_i \equiv F^{-1}_\alpha(u_i), \quad y'_i \equiv \frac{dF^{-1}_\alpha(u_i)}{dg\alpha(u_i)}, \quad x_i \equiv g(u_i), \quad (5.8) \]

for all $i$ except at the final interval $[g(u_N), \infty)$ where the solution for the coefficient are determined by matching the cached value and derivative at the point $g(u_N)$ and $g(u_{\text{max}})$. Once the cache has been constructed, sampling gamma random variables are straight forward. We first generate a uniform random number $U$. Suppose that $u_i \leq U < u_{i+1}$, the gamma random variable (i.e $F^{-1}_\alpha(U)$) is given by equation 5.7.

We present a simple test to illustrate the accuracy of our cache as we increase the number of point, $N$. Specifically, we compute the root-mean-squared (RMS) relative error and the RMS absolute error of gamma random variables generated using the cache at $u = \{0.000001, 0.000002, \ldots, 0.999999\}$. The results are presented in tables 5.1 and 5.2. As we see from the tables, for a large alpha, using approximately 100 points produces a very accurate cache while, for a small alpha, more points are required. Additionally, the time taken to create the cache is insignificant and therefore, gamma random variables can be sampled efficiently using the approach presented in this section.
6. Features of the New Schemes

6.1. Features of the GammaQE Scheme and the Double Gamma Scheme. Based on the result in Proposition 3, one can see that the proportion of the mean and variance of the variance process explained by the gamma random variable increases as the step size increases. In other words, for a long simulation step size, the variance process is driven mainly by the gamma random variable. When constructing the GammaQE scheme, we sample the gamma random variable precisely from the inverse of the gamma distribution while the compound Poisson distribution is approximated using a smooth vary mixture of zero-modified exponential distribution and zero-modified quadratic Gaussian distribution. Therefore, the GammaQE scheme is naturally well adapted to simulating the variance process for a medium or long simulation step size and, at a same time, giving a reasonable approximation to the variance process for short time steps. Whilst for the Double Gamma scheme, the variance process is sampled exactly. Hence, regardless of the simulation step size, the accuracy of the Double Gamma scheme solely depends on the accuracy of the cache.

While both schemes have a fixed dimension (i.e. the total number of random numbers required at each time step are fixed) with 3 random numbers required at each simulation time step, the GammaQE scheme has an additional virtue of being a smooth numerical scheme of model inputs. Unlike the Double Gamma scheme where a small change in the model inputs can change the outcome of the Poison discrete random variable and therefore, potentially causing an abrupt change to the outcome of the variance process, under the GammaQE scheme, the outcome of the variance process changes smoothly with respect to the model inputs. We wish to stress that while sensitivities evaluated using a discontinuous scheme can have high variance, such approach is still better than the acceptance and rejection method where the dimensionality of the scheme is unknown in advance.

6.2. Features of the Integrated Variance Scheme. By construction, the accuracy of the integrated variance scheme can be improved by using more terms in the series (i.e increasing $k$). However, this comes with a price of higher computational time. For every increase in $k$ by one, 3 additional random variables - 2 gamma random variables and 1 Poisson random variable - are required. Our numerical results suggest that, even by truncating after the first term, our new approaches perform significantly better than the existing methods.

The simulation time of the integrated variance process for a step varies according to the step size. In short, the sampling time reduces as the size step increases. At each step, the Bessel random variable, $\eta$, and all the Poisson random variables, $N_{\lambda_j}$, are sampled through computing the probability mass function recursively starting with the probability of zero. For cases with a long step size, the Bessel random variable and the Poisson random variables have a light-tailed probability distribution with a large portion of the probability mass concentrated at around zero. Hence, sampling the Bessel random variable and the Poisson random variables is relatively fast for such cases as only a few iterations are required. Also, when approximating the probability of zero for the Bessel random variable, the truncation level is selected dynamically. In general, for a long simulation step, fewer terms are required to approximate the probability at zero accurately, as the constant $D(u, t)$ (see, equation 4.6) is inversely proportional to the size of the time-step.

Another interesting properties of the scheme for the integrated variance process is that it has a fixed dimension as the random number required at each time step can be determined before the start of the simulation. Once we have decided on the truncation level, $k$, only $2 + 3k$ random numbers are required at each time step.
7. Numerical Test Specifications

There are 2 parts to our numerical tests. We first test the accuracy and the efficiency of the GammaQE scheme and the Double Gamma scheme in simulating the variance process. As the true distribution of the variance process, \( V_t \), is known, we compare the simulated results against the true distribution to gauge the magnitude of the discretization bias. In order to do so, we generate a very large sample of \( V_1 \) starting from \( V_0 \) using the inputs outlined in Table 7.1. We then construct a distribution function from the generated samples and compare it against the true distribution function. The \( L^2 \)-norm of the difference between the true distribution function and the simulated distribution function is used as a measure of the discretization error. Specifically, the \( L^2 \)-norm error is defined to be

\[
\sqrt{\int_0^\infty (F_{V_1}(v) - F_{V_1}(v))^2 \, dv.}
\]  

(7.1)

where \( F_{V_1}(v) \) and \( F_{V_1}(v) \) are the simulated and true distribution function of \( V_1 \) respectively. As a direct computation of the \( L^2 \)-norm error is rather complicated, we approximate the integral using numerical integration. In particular, we limit the domain of our integration to \([0, 2]\) (as the probability of \( V_1 \) to be greater than 2 is close to zero for the test inputs in table 7.1) and we subdivide the integration domain into 20,000 subintervals when computing the integral in (7.1). We use the well known QE scheme introduced by Andersen (2008) as a benchmark for our test. To ensure that the simulated distribution function fully converges, a large sample size of \( 2^{25} \) Sobol paths is used. In our numerical test, we also consider using different discretization step sizes ranging from 1 step per year to 32 steps per year.

In the second part of our numerical tests, we consider pricing European options using the Integrated GammaQE scheme (i.e GammaQE scheme and the Integrated Variance scheme) and the Integrated Double Gamma scheme (i.e Double Gamma scheme and the Integrated Variance scheme) with truncation level, \( k = 1 \) and \( k = 3 \). The test inputs are given by Table 7.1. For each set of inputs, we compute prices of European call options with one year maturity for strike prices of 90, 100 and 110. We also compute prices of double digital options where the payoff is defined as follow

\[
\text{Payoff} = \begin{cases} 
1 & K_1 \leq S_T < K_2, \\
0 & \text{otherwise}.
\end{cases}
\]  

(7.2)

Since the interest rate, \( r_t \), is zero, the price of a double digital option also represents the probability of \( S_T \) finishing between \( K_1 \) and \( K_2 \), i.e. \( P(K_1 \leq S_T < K_2) \). In our numerical test, we price ten double digital options with one-year maturity. The strikes for the double digital options are given by Table 7.2. The strikes are selected such that all the double digital options have a price of 0.1 and the strikes do not overlap. As semi-closed form solutions for prices of double digital options and European call options exist, the true prices of these options can be calculated directly (without the need of Monte-Carlo simulation) and they are used to determine the accuracy of the simulated prices. Again, we use the QE scheme as a benchmark for our numerical tests. To ensure that the difference between true prices and simulated prices is purely due to discretization errors, the simulated prices are evaluated using \( 2^{26} \) Sobol paths to minimize the Monte-Carlo noise.

8. Numerical Results

In this section, we present the numerical results. All tests were carried out using a 3.16 Ghz Intel Core 2 Duo PC with 4 Gb of RAM, with single threaded C++ code. We first consider the discretization errors of the GammaQE scheme and the Double Gamma scheme in simulating the variance process. Specifically, we
look at the $L^2$-norm of the difference between the true distribution function and the simulated distribution function for each scheme. Next, we study the pricing bias of the Integrated GammaQE scheme and the Integrated Double Gamma scheme. The speed-accuracy tradeoff between these schemes are also investigated.

8.1. Discretization errors in simulating the Variance Process. The table 8.1 shows the $L^2$-norm of the difference between the true distribution function and the simulated distribution function, while table 8.2, table 8.3 and table 8.4 tabulate the value of the simulated distribution function and the true distribution function at some specific points for all relevant step sizes. As expected, the $L^2$-norm error for QE scheme decreases as we increase the number of simulation steps per year. For the Double Gamma scheme and the GammaQE scheme, the $L^2$-norm error is lowest for cases with one simulation step per year and increases slightly for cases with two or more steps per year. The slight increase in the Double Gamma’s $L^2$-norm errors can be attributed to simulation noises as intermediate values of the variance process are sampled in obtaining the terminal value of the process. While for the GammaQE scheme, the higher $L^2$-norm errors are attributed to simulation noises as well as discretization errors of the scheme. As explained earlier, the GammaQE scheme is naturally well adapted for a medium or long simulation step size and hence, the discretization error can increase as the step size decreases.

As we see from table 8.1, for any given step size, the Double Gamma scheme has the lowest $L^2$-norm error followed closely by the GammaQE scheme while the QE scheme has a significantly higher $L^2$-norm error. The main reason that the QE scheme has a higher $L^2$-norm error for a given step size is that it fails to match the true distribution function satisfactorily for small $V_1$ as we can see from table 8.2, table 8.3 and table 8.4.

While the Double Gamma scheme and the GammaQE scheme outperform the QE scheme for a given step size, this comes with a price of higher computational cost. This is because the QE scheme only uses one random variable per step to approximate the variance process while the Double Gamma scheme and the GammaQE scheme require three random variables per step. In order to study the speed-accuracy tradeoff

---

Table 7.1. Inputs for numerical tests.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>1.0</td>
<td>0.9</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>$V_0, \theta$</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$S_0$</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.9</td>
<td>-0.5</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 7.2. Strikes for Double Digital Options.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$</td>
<td>$K_2$</td>
<td>$K_1$</td>
</tr>
<tr>
<td>DD1</td>
<td>0.00</td>
<td>87.03</td>
</tr>
<tr>
<td>DD2</td>
<td>87.03</td>
<td>97.98</td>
</tr>
<tr>
<td>DD3</td>
<td>97.98</td>
<td>101.42</td>
</tr>
<tr>
<td>DD4</td>
<td>101.42</td>
<td>103.14</td>
</tr>
<tr>
<td>DD5</td>
<td>103.14</td>
<td>104.26</td>
</tr>
<tr>
<td>DD6</td>
<td>104.26</td>
<td>105.16</td>
</tr>
<tr>
<td>DD7</td>
<td>105.16</td>
<td>106.05</td>
</tr>
<tr>
<td>DD8</td>
<td>106.05</td>
<td>107.13</td>
</tr>
<tr>
<td>DD9</td>
<td>107.13</td>
<td>109.00</td>
</tr>
<tr>
<td>DD10</td>
<td>109.00</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

Note that, a refined QE scheme was also proposed by Anderson (2008). However, based on our test similar conclusion is obtained that is the Double Gamma scheme and the GammaQE scheme have lower $L^2$-norm errors than the refined QE scheme.

---
Table 8.1. The tables shows the $L^2$-norm of the difference between the true density function and the simulated density function for all three cases.

between these schemes, we plot the log of the $L^2$-norm error against the log of the computational time. From figure 8.1, we see that the plot for all 3 cases are very similar and we can conclude that the Double Gamma scheme outperforms the GammaQE scheme and the QE scheme.

Figure 8.1. The graphs above show the plot for the log of the error against the log of the computational time for all 3 test cases.
<table>
<thead>
<tr>
<th>Case</th>
<th>1 step</th>
<th>2 steps</th>
<th>4 steps</th>
<th>8 steps</th>
<th>16 steps</th>
<th>32 steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>3</td>
<td>0.92</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>4</td>
<td>0.94</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>0.96</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>6</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>

The table compares the simulated distribution function and the true distribution function of Case 1 for all relevant step sizes.
8.2. Pricing Bias. The table 8.5, 8.6 and 8.6 show the estimated bias in option prices evaluated using the Integrated GammaQE scheme, the Integrated Double gamma scheme and the QE scheme. As we see from the tables, the estimated bias of the QE scheme decreases as the number of steps per year increases. While the QE scheme with 16 steps per year produces reasonably accurate prices for the European call options, the relative error for prices of double digital options can still be huge. As we see from table 8.5, the relative error for DD7 is approximated 6.5%.

Unlike the QE scheme, there are two variables - the number of steps per year and the truncation level - that determine the accuracy of the Integrated GammaQE scheme and the Integrated Double Gamma Scheme. In general, for a fixed step size, an increase in the truncation level reduces the discretization bias for the Integrated GammaQE scheme and Integrated Double Gamma scheme. While the discretization bias of the Integrated Double Gamma scheme reduces as the number of steps per year increases, the Integrated GammaQE scheme shows a mix result. In particular, as we see from table 8.5, the estimated bias for the price of the call option with a strike of 90 increases as we increase the number of steps per year (i.e. reducing the step size). This is not surprising given that the GammaQE scheme, by construction, works well for a medium and long simulation step size and hence, the pricing bias will inevitably increase as the step size is reduced.

To allow for a comprehensive speed-accuracy tradeoff comparison, we plot the log of the root mean squared relative errors (RMSE) for the European options against the log of relative computational time required in figure 8.2. Overall, all three plots are very similar. The first interesting observation is that, for the Integrated GammaQE scheme (regardless of the truncation level), the log of RMSE can increase as the number of steps per year increases (i.e. increase simulation time), and this observation has been discussed above. For the Integrated Double Gamma scheme (with $k = 1$ and $k = 3$), the log of RMSE decreases and then flattens as the log of simulation time increases. The RMSE at the flat section of the graphs can be viewed as errors due to Monte-Carlo noises and it is similar to the RMSE of the QE scheme with 512 steps per year.

In general, for any given simulation time, the Integrated Double Gamma scheme with $k = 3$ has the lowest RMSE followed by the Integrated Double Gamma scheme with $k = 1$ and the QE scheme. As for the Integrated GammaQE scheme, it has a similar speed-accuracy tradeoff as the Integrated Double Gamma scheme for large step sizes (i.e 1 to 4 steps per year) and it becomes less efficient as the step size decreases (i.e more than 4 steps per year). Our numerical results suggest that the most efficient way in reducing the discretization bias for the Integrated GammaQE scheme and the Integrated Double Gamma scheme is to increase the truncation level, $k$ rather than increasing the number of steps per year. Therefore, when it comes to pricing a path-dependent financial product, the product itself will determine the number of time steps per year while users of these schemes will select a suitable truncation level.

9. Conclusion

Three new schemes for the Heston Stochastic volatility model are presented in this paper. Two schemes for simulating the variance process - known as the GammaQE scheme and the Double Gamma - and one scheme for simulating the integrated variance process conditional on the initial and the end-point of the variance process. All these scheme have a fixed dimension with the total random number required at each step can be determined before the start of the simulation. While both the GammaQE scheme and the Double Gamma scheme can evolve the variance process accurately over long steps without the need to sample the intervening values, the GammaQE scheme has the additional virtues of being a smooth numerical scheme of the model
<table>
<thead>
<tr>
<th>Steps</th>
<th>Time per Year (Relative) RMSE</th>
<th>DD1</th>
<th>DD2</th>
<th>DD3</th>
<th>DD4</th>
<th>DD5</th>
<th>DD6</th>
<th>DD7</th>
<th>DD8</th>
<th>DD9</th>
<th>DD10</th>
<th>Call 90</th>
<th>Call 100</th>
<th>Call 110</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>0.0000</td>
<td>0.1000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>20000</td>
<td>0.0000</td>
<td>0.2000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>30000</td>
<td>0.0000</td>
<td>0.3000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>40000</td>
<td>0.0000</td>
<td>0.4000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>50000</td>
<td>0.0000</td>
<td>0.5000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>60000</td>
<td>0.0000</td>
<td>0.6000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>70000</td>
<td>0.0000</td>
<td>0.7000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>80000</td>
<td>0.0000</td>
<td>0.8000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>90000</td>
<td>0.0000</td>
<td>0.9000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>100000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**Table 8.2: The table above shows the estimated RMSE for Case 1**
<table>
<thead>
<tr>
<th>steps</th>
<th>time</th>
<th>RMSE</th>
<th>DD1</th>
<th>DD2</th>
<th>DD3</th>
<th>DD4</th>
<th>DD5</th>
<th>DD6</th>
<th>DD7</th>
<th>DD8</th>
<th>DD9</th>
<th>DD10</th>
<th>Call 90</th>
<th>Call 100</th>
<th>Call 110</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>DD1</td>
<td>DD2</td>
<td>DD3</td>
<td>DD4</td>
<td>DD5</td>
<td>DD6</td>
<td>DD7</td>
<td>DD8</td>
<td>DD9</td>
<td>DD10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>4.8</td>
<td>0.0247</td>
<td>0.0008</td>
<td>0.0024</td>
<td>0.0041</td>
<td>0.0002</td>
<td>0.0032</td>
<td>0.0038</td>
<td>0.0034</td>
<td>0.0007</td>
<td>0.0042</td>
<td>0.002</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>9.3</td>
<td>0.0106</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0017</td>
<td>0.0009</td>
<td>0.0011</td>
<td>0.0020</td>
<td>0.0014</td>
<td>0.0006</td>
<td>0.0018</td>
<td>0.0003</td>
<td>0.0008</td>
<td>0.0003</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>18.2</td>
<td>0.0026</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0002</td>
<td>0.0006</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.001</td>
<td>0.0001</td>
<td>0.0013</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>37.1</td>
<td>0.0009</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0007</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>77.4</td>
<td>0.0028</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0009</td>
<td>0.0039</td>
</tr>
</tbody>
</table>

Table 8.6. The table above shows the estimated bias for Case 2.
<table>
<thead>
<tr>
<th>Case</th>
<th>2000</th>
<th>1000</th>
<th>500</th>
<th>250</th>
<th>125</th>
<th>80</th>
<th>64</th>
<th>32</th>
<th>16</th>
<th>8</th>
<th>4</th>
<th>2</th>
<th>1</th>
<th>True Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>8</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>9</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

**Table 8.7.** The table above shows the estimated basis for Case 7.
inputs and it requires less caching. Numerical results suggest that both the GammaQE scheme and the Double Gamma scheme perform significantly better than the QE scheme of Anderson (2008) when it comes to simulating the variance process. Unlike most existing schemes where short stepping approach is used, under the Integrated GammaQE scheme and the Integrated Double Gamma scheme (combining the new integrated variance scheme with the GammaQE scheme and the Double Gamma scheme respectively), prices

**Figure 8.2.** The graphs above show the plot for the log of the pricing error against the log of the computational time for all 3 test cases.
of financial derivatives in the Heston model can be evaluated accurately using a long stepping approach. Our numerical results suggest that the Integrated GammaQE scheme and the Integrated Double Gamma scheme are more efficient than the well-established QE scheme when it comes to the pricing of financial derivatives. We therefore conclude that our new schemes can be used simulated the Heston process efficiently in a practical setting particularly when the intermediate values of the process is not required.

APPENDIX A

A1 Derivation of Algorithm 1. In deriving the results in Algorithm 1, we first compute the mean, $M_{Y_2}$, and variance, $(S_{Y_2})^2$, of the compound Poisson distribution and they are given by

$$M_{Y_2} = \lambda \beta,$$
$$\text{Var}(Y_2) = 2\lambda \beta^2.$$  

We then define

$$w = P(N_\lambda \leq 1) = (1 + \lambda)e^{-\lambda}$$

to be the proportion of the mean and the variance of the compound Poisson distribution that must be explained (i.e. matched) by the zero-modified exponential random variable, $Y_3$, i.e.

$$E(Y_3) = w \cdot M_{Y_2}, \quad \text{Var}(Y_3) = w \cdot (S_{Y_2})^2.$$  

(A-1)

Since the mean and the variance of the zero-modified exponential random variable, $Y_3$, are given by

$$E(Y_3) = (1 - P_{Y_3})\mu, \quad \text{Var}(Y_3) = (1 - (P_{Y_3})^2)\mu^2$$  

(A-2)

we therefore have

$$P_{Y_3} = \frac{2 - \lambda w}{2 + \lambda w}, \quad \mu = \frac{w\lambda \beta}{1 - P_{Y_3}}.$$  

(A-3)

The residual mean and variance of the compound Poisson distribution are then explained (i.e. matched) by the zero-modified Quadratic Gaussian random variable, $Y_4$, i.e.

$$E(Y_4) = (1 - w) \cdot M_{Y_2}, \quad \text{Var}(Y_4) = (1 - w) \cdot (S_{Y_2})^2.$$  

(A-4)

As the zero-modified Quadratic Gaussian distribution has three parameters (i.e. $a, b$ and $P_{Y_4}$) and we have only two constraints to satisfy, we are left with one free parameter. This extra degree of freedom is used to match the probability at zero i.e.

$$P_{Y_3} \cdot P_{Y_4} = P(Y_2 = 0) = e^{-\lambda}.$$  

(A-5)

Since the mean and variance of a zero-modified Quadratic Gaussian distribution can be calculated easily using a direct integration with

$$E(Y_4) = a(1 + b^2)(1 - P_{Y_4})$$
$$\text{Var}(Y_4) = a^2(3 + 6b^2 + b^4)(1 - P_{Y_4}) - (a(1 + b^2)(1 - P_{Y_4}))^2,$$

one can therefore solve for $a$ and $b^2$, and they are given by

$$b^2 = -c - 1 + \sqrt{c(c + 1)}, \quad a = \frac{(1 - w)\lambda \beta}{(1 - P_{Y_4})(1 + b^2)},$$
where
\[
c = \frac{2\lambda(1-w)}{\lambda(1-w) - (1-P_Y)(2 + \lambda(1-w))}
\]

**A2 Existence of solutions.** In this section, we show that the solutions for \(a, b^2, \mu, P_Y_3\) and \(P_Y_4\) always exist. In particular, we prove that \(a > 0, b^2 > 0, \mu > 0, P_Y_3 \in [0,1)\) and \(P_Y_4 \in [0,1)\). From equation (A-3), one can see that solution of \(\mu\) and \(P_Y_3\) always exists as \(w, \lambda\) and \(\beta\) are always greater than zero. Similarly, the solution for \(a\) exists as long as we have \(P_Y_4 \in [0,1)\) and \(b^2 > 0\). In the following subsections, we first show that \(P_Y_4 \in [0,1)\) followed by \(b^2 > 0\).

A2-1 Existence of \(P_Y_4\). In order to show that \(P_Y_4 \in [0,1)\), we first recall that
\[
P_{Y_4} = \frac{e^{-\lambda}}{P_{Y_3}}.
\]
We can easily deduce that \(P_Y_4 \geq 0\) as \(e^{-\lambda}, P_{Y_3} \geq 0\). Proving that \(P_Y_4 < 1\) is equivalent to proving that \(P_{Y_3} > e^{-\lambda}\)

Since
\[
P_{Y_3} - e^{-\lambda} = \frac{2 - \lambda(1 + \lambda)e^{-\lambda}}{2 + \lambda(1 + \lambda)e^{-\lambda}} - e^{-\lambda}
\]
\[
= \frac{e^{-2\lambda}}{2 + \lambda(1 + \lambda)e^{-\lambda}} \left( 2e^{2\lambda} - 2e^\lambda - \lambda(1 + \lambda)e^\lambda - \lambda(1 + \lambda) \right)
\]
\[
= \frac{e^{-2\lambda}}{2 + \lambda(1 + \lambda)e^{-\lambda}} \left( \left[ 2e^\lambda - \lambda(1 + \lambda) \right] \left[ e^\lambda - 1 \right] - 2\lambda(1 + \lambda) \right)
\]
\[
= \frac{e^{-2\lambda}}{2 + \lambda(1 + \lambda)e^{-\lambda}} \left( \left[ 2 + \lambda + \sum_{n=3}^{\infty} \frac{\lambda^n}{n!} \right] \left[ \lambda + \frac{\lambda^2}{2} + \sum_{n=3}^{\infty} \frac{\lambda^n}{n!} \right] - 2\lambda(1 + \lambda) \right)
\]
\[
= \frac{e^{-2\lambda}}{2 + \lambda(1 + \lambda)e^{-\lambda}} \left( \frac{\lambda^3}{2} + (e^\lambda + 1 + \lambda) \sum_{n=3}^{\infty} \frac{\lambda^n}{n!} \right)
\]
\[
> 0 \quad \text{for} \quad \lambda > 0,
\]
we therefore have \(P_{Y_3} > e^{-\lambda}\) and we conclude that \(P_Y_4 \in [0,1)\).

A2-2 Existence of \(b^2\). In order to show that
\[
b^2 = -c - 1 + \sqrt{c(c+1)} > 0,
\]
we first identify the valid range of \(c\) such that \(b^2 > 0\). In fact, one can easily verify that \(c < -1 \implies b^2 > 0\).

As \(c\) is a function of \(\lambda\), the solution of \(b^2\) will always exist provided that \(c < -1\) for all \(\lambda > 0\). For clarity, we divide our proof into several parts. We first show that the denominator of \(c\), i.e.
\[
\lambda(1-w) - (1-P_Y)(2 + \lambda(1-w))
\]
is always less than zero all \(\lambda > 0\). Once this have been shown, proving that
\[
c = \frac{2\lambda(1-w)}{\lambda(1-w) - (1-P_Y)(2 + \lambda(1-w))} < -1
\]
for all positive \( \lambda \), is therefore equivalent to showing
\[
3\lambda(1-w) - (1 - P_{Y_4})(2 + \lambda(1-w)) > 0
\]
for all positive \( \lambda \).

**Proposition 7.** The expression
\[
\lambda(1-w) - (1 - P_{Y_4})(2 + \lambda(1-w))
\]
(A-7)
is less than zero provided that
\[
x_n = 4 \cdot 3^n - 2^n \left( 4 + 2n + \frac{n^2 - n}{2} \right) - n^3 + 2n^2 - n > 0 \quad \text{for} \quad n \geq 5
\]
and \( \lambda > 0 \)

**Proof.** Using the fact that
\[
e^\lambda = \sum_{n=0}^{\infty} \frac{\lambda^n}{n!},
\]
the expression in equation (A-7) can be written as
\[
\lambda(1-w) - (1 - P_{Y_4})(2 + \lambda(1-w))
\]
\[
= \frac{-e^{-3\lambda}}{2 - \lambda(1 + \lambda)e^{-\lambda}} \left( 4e^{3\lambda} - 2(2 + 2\lambda + \lambda^2)e^{2\lambda} - \lambda^2(1 + \lambda)e^\lambda + \lambda^2(1 + \lambda)^2 \right)
\]
\[
= \frac{-e^{-2\lambda}}{2e^\lambda - \lambda(1 + \lambda)} \left( \frac{2}{3}\lambda^3 + \lambda^4 + \sum_{n=5}^{\infty} \frac{x_n \lambda^n}{n!} \right)
\]
where
\[
x_n = 4 \cdot 3^n - 2^n \left( 4 + 2n + \frac{n^2 - n}{2} \right) - n^3 + 2n^2 - n
\]
Provided that \( \lambda > 0 \) and \( x_n > 0 \) for \( n \geq 5 \) then the result in proposition 7 will hold as
\[
2e^\lambda - \lambda(1 + \lambda) = 2 + \lambda + \sum_{n=3}^{\infty} \frac{\lambda^n}{n!} > 0.
\]
\[ \square \]

**Proposition 8.** The series,
\[
x_n = 4 \cdot 3^n - 2^n \left( 4 + 2n + \frac{n^2 - n}{2} \right) - n^3 + 2n^2 - n
\]
(A-8)
is always greater than zero for \( n \geq 5 \).

**Proof.** The result in Proposition 8 can be derived easily using mathematical induction. One can easily show that
\[
x_{n+1} = 2x_n + 4 \left( 3^n - 2^n - \frac{n \cdot 2^n}{2} \right) + n^3 - 5n^2 + 2n.
\]
By using Taylors theorem, we have
\[
3^n = 2^n + n \cdot 2^{n-1} + \frac{1}{2} n(n-1)2^{n-2} + \ldots + \frac{1}{(n-1)!} n(n-1)\ldots 2 \cdot 1 \cdot 2^1,
\]
therefore, we can conclude that
\[
3^n - 2^n - \frac{n \cdot 2^n}{2} > 0 \quad \text{for} \quad n \geq 3
\]
as the higher order terms are positive. Also, for \( n \geq 5 \), we have
\[
 n(n^2 - 5n + 2) > 0
\]
As \( x_5 > 0 \), we conclude that \( x_n > 0 \) for \( n \geq 5 \). \( \square \)

**Proposition 9.** The expression
\[
3\lambda(1-w) - (1-P_Y)(2 + \lambda(1-w))
\] (A-9)
is greater than zero provided that
\[
y_n = 4(2^n - 3^n) + \frac{n}{6} (8 \cdot 3^n + 3 \cdot 2^n - 30) - \frac{n^2}{4} (2^n - 40) - \frac{n^3}{4} (2^n + 28) + 2n^4 > 0
\]
and \( \lambda > 0 \).

**Proof.** Similar to the proof for Proposition 7, one can easily show that
\[
3\lambda(1-w) - (1-P_Y)(2 + \lambda(1-w)) = e^{-2\lambda} \left( \frac{4}{3} \lambda^3 + \frac{8}{3} \lambda^4 + \sum_{n=5}^{\infty} \frac{y_n \lambda^n}{n!} \right) > 0
\]
provided that \( \lambda > 0 \) and \( y_n > 0 \) for \( n \geq 5 \) where
\[
y_n = 4(2^n - 3^n) + \frac{n}{6} (8 \cdot 3^n + 3 \cdot 2^n - 30) - \frac{n^2}{4} (2^n - 40) - \frac{n^3}{4} (2^n + 28) + 2n^4
\]
\( \square \)

**Proposition 10.** The series
\[
y_n = 4(2^n - 3^n) + \frac{n}{6} (8 \cdot 3^n + 3 \cdot 2^n - 30) - \frac{n^2}{4} (2^n - 40) - \frac{n^3}{4} (2^n + 28) + 2n^4
\] (A-10)
is always greater than zero for \( n \geq 5 \).

**Proof.** Similar to the proof for Proposition 8, we can easily derive the result above using mathematical induction. We have
\[
y_5 = 256, \quad y_6 = 742 \quad \text{and} \quad y_7 = 2936,
\]
and a simple manipulation gives
\[
y_{n+1} = 2y_n + \frac{s_n}{6},
\]
where
\[
s_n = 8 \cdot 3^n + 90n^2 + 72 - 15 \cdot 2^n - 9n \cdot 2^n - 12n^3 - 114n.
\]
Using the fact that,
\[
3^n > 2^n + \frac{n(n-1)}{1!} 2^{n-1} + \frac{n(n-1)(n-2)}{2!} 2^{n-2} + \frac{n(n-1)(n-2)(n-3)}{3!} 2^{n-3} \quad \text{for} \quad n \geq 7,
\]
we therefore have,
\[
s_n > \left[90n^2 - 114n + 72\right] + \frac{2^n}{16} \left[3n^2 - 112\right] + \frac{n \cdot 2^n}{96} \left[7n^2 + 30n - 544\right] + \frac{3n^3}{32} \left[2^n - 128\right].
\]
for \( n \geq 7 \). One can easily check that all the second order polynomials in the inequality above is greater than 0 for \( n \geq 7 \), and similarly,
\[
2^n - 128 \geq 0 \quad \text{for} \quad n \geq 7.
\]
Therefore, we conclude that $s_n > 0$ for $n \geq 7$ and hence,

$$y_n > 0 \quad \text{for} \quad n \geq 5$$

□

Using results in Proposition 7 and Proposition 8, we can conclude that the denominator of $c$, i.e

$$\lambda(1 - w) - (1 - P_{Y4})(2 + \lambda(1 - w))$$

is always less than zero for all $\lambda > 0$. We can therefore conclude that

$$3\lambda(1 - w) - (1 - P_{Y3})(2 + \lambda(1 - w)) > 0$$

for all positive $\lambda$ using the results from Proposition 9 and Proposition 10. Hence, the solution for $b^2 > 0$ always exists as $c < -1$ for all $\lambda > 0$.
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